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Traditional Drug Discovery & Development Process

Drug discovery Pre-clinical Phase 1 Phase 2 Phase 3

Time spent 4-5 years 1-2 years 1-2 years 1-2 years 2-3 years

$ spent $550M $125M $225M $250M $250M

Output 5,000 - 10,000 
compounds

10-20 
candidates

5-10 
candidates

2-5 
candidates

1-2 
candidates

in vitro in vivo Clinical trials Approved
for clinical use

Pre-clinical
Drug Development

Drug 
Discovery

Clinical Drug 
Development

Animal model Safety & effect concern



Eroom’s Law



New Drug Discovery

10+ Years! $2.6 billion!

Patients Cannot Wait!

Drug Repurposing

New uses for
existing drugs

Aspirin, Sildenafil,...

Remdesivir: < 4 Months!



ML Accelerates Drug Discovery
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Pseudoephedrine

SMILES
Simplified molecular-input 

line-entry system

CC(C(C1=CC=CC=C1)O)NC



Amino Acid Sequence
MFRQEQPLAEGSFAPMGSLQPDAGNASWNGTEA
PGGGARATPYSLQVTLTLVCLAGLLMLLTVFGNVLV
IIAVFTSRALKAPQNLFLVSLASADILVATLVIPFSLAN
EVMGYWYFGKAWCEIYLALDVLFCTSSIVHLCAISL
DRYWSITQAIEYNLKRTPRRIKAIIITVWVISAVISFPP
LISIEKKGGGGGPQPAEPRCEINDQKWYVISSCIGS
FFAPCLIMILVYVRIYQIAKRRTRVPPSRRGPDAVAA
PPGGTERRPNGLGPERSAGPGGAEAEPLPTQLNG
APGEPAPAGPRDTDALDLEESSSSDHAERPPGPRR
PERGPRGKGKARASQVKPGDSLPRRGPGATGIGT
PAAGPGEERVGAAKASRWRGRQNREKRFTFVLAV
VIGVFVVCWFPFFFTYTLTAVGCSVPRTLFKFFFWF
GYCNSSLNPVIYTIFNHDFRRAFKKILCRGDRKRIV

Alpha-2A receptor



Q: Will they bind?



A machine learning question:

Given drug SMILES, target amino acid sequence, 
what is their predicted binding affinity score?



Deep learning shows 
great promise!

A scikit-learn style
framework is missing!



For Biomedical Scientist 
ONE line of code to do:

drug repurposing
virtual screening

property prediction

results aggregated from 5 pretrained 
SOTA deep learning models 

accept customized training dataset

For ML Researcher 
10 lines framework to unlock:

50+ novel models
15+ novel encoders

10+ pretrained models
5+ benchmark datasets

automatic result figures generation 
training monitoring

robustness evaluation
result ensembles
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Decoder

Binding Score 
Interaction Activity

Auto-Generated Test Set Performance Table & Figure:



Existing Drug Set
e.g. Broad Repurposing Hub

Target Seq
e.g. SARS-CoV 3CL Protease

Binding Ranked Drug Candidate List:

Model 1 Model 2 Model 3 Model 4 …..Model 5

Aggregate

…..



Case Study I: Drug Repurposing for 3CLPro

* Supported by other 
Literature Evidence

+ Undergo Clinical 
Trial for COVID-19 

*

*

*

+
+

+



Case Study II: Virtual Screening using One Line and Binding Predictive Performance

Test set performance on  
pretraining BindingDB dataset: 

Performance on UNSEEN DAVIS dataset: 

>>> from DeepPurpose import oneliner
>>> from DeepPurpose.dataset import *
>>>
>>> oneliner.repurpose(*load_SARS_CoV2_Protease_3CL(), \

*load_antiviral_drugs(no_cid = True))

>>> from DeepPurpose import oneliner
>>> from DeepPurpose.dataset import *
>>>
>>> oneliner.virtual_screening(['MKK...LIDL', ...], ['CC1=C...C4)N', ...])

>>> from DeepPurpose import oneliner
>>> from DeepPurpose.dataset import *
>>>
>>> oneliner.repurpose(*load_SARS_CoV_Protease_3CL(), \

*load_antiviral_drugs(no_cid = True), \
*read_file_training_dataset_bioassay(FILE_PATH),\
split='HTS', convert_y = False, \
frac=[0.8,0.1,0.1], finetune_LR = 1e-3\
pretrained = False, agg = 'max_effect')

SGFKK...VGGVRLQ
CCOC1...C=CC=N4 0
CCCCO...=CC=CS2 0
COC1=...C=C23)F 0
COC1=...CC=C3N2 1
CC(=O...OCC3.Cl 1
CC1=C...C=CC=C2 1
...

>>> from DeepPurpose import models
>>> from DeepPurpose.utils import *
>>> from DeepPurpose.dataset import *
>>>
>>> X_drug, X_target, y = load_process_DAVIS(SAVE_PATH, binary=False)
>>>
>>> drug_encoding, target_encoding = 'CNN', 'CNN'
>>> train, val, test = data_process(X_drug, X_target, y, drug_encoding, \

target_encoding, split_method='random', \
frac=[0.7,0.1,0.2], random_seed = 1)

>>>
>>> config = generate_config(drug_encoding, target_encoding, \

cls_hidden_dims = [1024,1024,512], \
train_epoch = 100, LR = 0.001, batch_size = 256, \
cnn_drug_filters = [32,64,96], \
cnn_drug_kernels = [4,8,12], \
cnn_target_filters = [32,64,96], \

1



Case Study III: Drug Repurposing with Customized Data

train.txt

target.txt

repurpose.txt



A DTI Prediction Framework





Of the 54 non-survivors 
observed, 27 of these 
patients had a secondary 
infection (50%). 

Contrarily, only one of the 
137 surviving patients 
tracked in this paper had a 
secondary infection 
(~0.7%). 

Lots of the infection is due 
to multi-drug resistant 
bacteria.

The Question:

Can we identify existing 
drugs to cure secondary 
infection for COVID-19?   



Drug repurposing for 
pseudomonas aeruginosa 
(PA01):

A high-throughput 
screening data of 
pseudomonas 
aeruginosa’s activity 

2,335 molecules

Molecules that inhibited 
growth >80% were 
labelled as active.

Goal: 
Train a model that can 
predict the HTS data 
accurately and then use 
the model to screen a 
large set of repurposing 
library.

Expediate the Process!



DTI prediction requires 
BOTH drug and target information

However, now, we only have the 
activity score for drugs, there is NO 
protein target for bacteria.

?
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“Elvitegravir has a quinolone moiety and was confirmed to have 
antibacterial activity in the reverse mutation assay (23.4 μg/plate).”

- FDA NDA of Elvitegravir



Input Interface Output Interface



Support Hyperparameter Tuning using Bayesian Optimization! 





Summary

• Single line of code to apply state-of-the-art deep learning to 
do drug repurposing for biomedical scientist.

• Flexible framework with 15+ encoders and 50+ models to 
experiment on drug repurposing, drug target interaction 
prediction for machine learning researcher. 

• User-friendly interface with numerous features support.

• Enable deep learning accessibility for drug discovery and 
improve patient care in the end. 





https://github.com/kexinhuang12345/DeepPurpose

Thank you!

Star, Share, and Contribute!

@KexinHuang5

Paper Code

https://github.com/kexinhuang12345/DeepPurpose

